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Фонд оценочных средств по учебной дисциплине
ЕН.03 ТЕОРИЯ ВЕРОЯТНОСТЕЙ И МАТЕМАТИЧЕСКАЯ СТАТИСТИКА
09.02.07 Информационные системы и программирование квалификация
 Программист

ПОЯСНИТЕЛЬНАЯ ЗАПИСКА

ФОС по учебной дисциплине «Теория вероятностей и математическая статистика» разработаны в соответствии с Федеральным государственным образовательным стандартом по специальности среднего профессионального образования 09.02.07 Информационные системы и программирование.
В результате освоения дисциплины студент будет:
Уметь:
· Применять стандартные методы и модели к решению вероятностных и статистических задач
· Использовать расчетные формулы, таблицы, графики при решении статистических задач
· Применять современные пакеты прикладных программ многомерного статистического анализа.
Знать:
· Элементы комбинаторики.
· Понятие случайного события, классическое определение вероятности, вычисление вероятностей событий с использованием элементов комбинаторики, геометрическую вероятность.
· Алгебру событий, теоремы умножения и сложения вероятностей, формулу полной вероятности.
· Схему и формулу Бернулли, приближенные формулы в схеме Бернулли. Формулу(теорему) Байеса.
· Понятия случайной величины, дискретной случайной величины, ее распределение и характеристики, непрерывной случайной величины, ее распределение и характеристики.
· Законы распределения непрерывных случайных величин.
· Центральную предельную теорему, выборочный метод математической статистики, характеристики выборки.
· Понятие вероятности и частоты
Овладеет следующими общеучебными компетенциями: 
ОК 01. Выбирать способы решения задач профессиональной деятельности применительно к различным контекстам; 
ОК 02. Использовать современные средства поиска, анализа и интерпретации информации и информационные технологии для выполнения задач профессиональной деятельности; 
ОК 04. Осуществлять поиск и использование информации, необходимой для эффективного выполнения профессиональных задач, профессионального и личностного развития.
ОК 05. Использовать информационно-коммуникационные технологии в профессиональной деятельности.
ОК 09. Ориентироваться в условиях частой смены технологий в профессиональной деятельности.



ФОС
для промежуточной аттестации обучающихся
по учебной дисциплине «Теория вероятностей и математическая статистика»
 
	№п/п
	Наименование ФОС
	Материалы для преставления
в ФОС

	1
	Дифференцированный зачет
	Комплект заданий для проведения дифференцированного зачёта



 
МАТЕРИАЛЫ ДИФФЕРЕНЦИРОВАННОГО ЗАЧЕТА
Оценка выставляется при условии, что сданы задачи и устный опрос. Общая оценка за выставляется как среднее арифметическое двух оценок за задачи и устный опрос. К дифференцированному зачёту по учебной дисциплине допускаются обучающиеся, полностью выполнившие все практические и самостоятельные работы (или не менее 75% работ на положительные оценки). Самостоятельные и практические работы должны быть выполнены в рабочей тетради по предмету. 
Во время проведения зачета запрещается: 
- использование любых рукописных, печатных и электронных материалов; 
- разговоры с другими лицами (кроме преподавателя); 
- перемещения в аудитории без согласования с преподавателем. 
Оценка за дифференцированный зачёт выставляется на основании результатов текущего контроля успеваемости по данной дисциплине и отметки, полученной при выполнении заданий дифференцированного зачёта. В случае возникновения спорных ситуаций приоритет отдаётся отметке за дифференцированный зачёт. 
Оценка дифференцированного зачёта является окончательной оценкой по учебной дисциплине. 

Теоретические вопросы
1. Комбинаторика. Правила комбинаторики.
2. Сочетания. Число сочетаний без повторения элементов.
3. Размещения. Число размещений без повторения элементов.
4. Перестановки. Число перестановок с повторениями элементов и без повторения элементов.
5. События. Их виды.
6. Операции над событиями.
7. Классическое определение вероятности.
8. Теория вероятностей. Статистическое определение вероятности.
9. Теория вероятностей. Геометрическое определение вероятности.
10. Теоремы сложения вероятностей и следствия из них.
11. Условная вероятность. Теоремы умножения вероятностей и следствия из них.
12. Полная группа событий. Формула полной вероятности. Формула Байеса.
13. Повторение испытаний. Формула Бернулли.
14. Понятие случайной величины. Закон распределения дискретной случайной величины.
15. Числовые характеристики дискретной случайной величины (математическое ожидание, дисперсия, среднее квадратическое отклонение).
16. Биномиальный закон распределения случайной величины.
17. Функция распределения. Ее свойства.
18. Непрерывная случайная величина. Плотность вероятности и ее свойства.
19. Числовые характеристики непрерывной случайной величины (математическое ожидание, дисперсия, среднее квадратическое отклонение).
20. Мода и медиана непрерывной случайной величины.
21. Равномерный закон распределения случайной величины.
22. Нормальный закон распределения случайной величины.
23. Показательный закон распределения случайной величины.
24. Закон больших чисел. Центральная предельная теорема.
25. Основные задачи математической статистики.
26. Выборки. Их виды. Виды отбора. Объем и размах выборки.
27. Вариационные ряды. Полигон и гистограмма. Эмпирическая функция распределения.
28. Точечные оценки.
29. Интервальные оценки.


Правильные ответы:

1. Комбинаторика. Правила комбинаторики. Комбинаторика – раздел математики, изучающий способы подсчета числа различных комбинаций, которые можно составить из заданного набора элементов. Основные правила комбинаторики – правило суммы (если элемент A можно выбрать m способами, а элемент B – n способами, то выбор A или B можно осуществить m + n способами) и правило произведения (если элемент A можно выбрать m способами, и после каждого такого выбора элемент B можно выбрать n способами, то выбор пары (A, B) можно осуществить m * n способами).

2. Сочетания. Число сочетаний без повторения элементов. Сочетания – это выборки из n элементов, взятых из множества, содержащего m элементов, где порядок элементов не имеет значения. Число сочетаний без повторений обозначается C(m, n) и вычисляется по формуле: C(m, n) = m! / (n! * (m-n)!).

3. Размещения. Число размещений без повторения элементов. Размещения – это выборки из n элементов, взятых из множества, содержащего m элементов, где порядок элементов важен. Число размещений без повторений обозначается A(m, n) и вычисляется по формуле: A(m, n) = m! / (m-n)!.

4. Перестановки. Число перестановок с повторениями элементов и без повторения элементов. Перестановки – это упорядоченные множества, состоящие из n различных элементов. Число перестановок без повторений обозначается P(n) и равно n!, где n! (n-факториал) – произведение всех натуральных чисел от 1 до n. Число перестановок с повторениями вычисляется по формуле: P(n1, n2, …, nk) = n! / (n1! * n2! * … * nk!), где n1, n2, …, nk – количество повторений каждого элемента.

5. События. Их виды. В теории вероятностей событие – это исход эксперимента. События бывают достоверные (всегда происходят в данном эксперименте), невозможные (никогда не происходят), случайные (могут произойти или не произойти).

6. Операции над событиями. Над событиями можно производить операции объединения (A ∪ B – происходит либо A, либо B, либо оба), пересечения (A ∩ B – происходят и A, и B), разности (A \ B – происходит A, но не происходит B), дополнения (Ā – не происходит A).

7. Классическое определение вероятности. Вероятность события A – это отношение числа исходов, благоприятствующих A, к общему числу равновозможных исходов. P(A) = m/n, где m – число благоприятных исходов, n – общее число исходов.

8. Теория вероятностей. Статистическое определение вероятности. Статистическая вероятность – это относительная частота появления события в большом количестве экспериментов. P(A) ≈ m/N, где m – число появлений события A, N – общее число экспериментов.

9. Теория вероятностей. Геометрическое определение вероятности. Геометрическая вероятность – это вероятность попадания точки, случайно выбранной из некоторой области, в заданную подобласть. P(A) = (мера подобласти) / (мера всей области). Мера может быть длиной, площадью, объемом.

10. Теоремы сложения вероятностей и следствия из них. Для несовместных событий (не могут произойти одновременно): P(A ∪ B) = P(A) + P(B). Для совместных событий: P(A ∪ B) = P(A) + P(B) - P(A ∩ B). Следствие: сумма вероятностей всех возможных исходов эксперимента равна 1.

11.Условная вероятность. Это вероятность события A при условии, что событие B уже произошло. Обозначается P(A|B) и рассчитывается как P(A ∩ B) / P(B), где P(A ∩ B) – вероятность одновременного наступления A и B, а P(B) > 0. Теорема умножения вероятностей гласит, что вероятность одновременного наступления двух событий равна произведению вероятности одного из них на условную вероятность другого: P(A ∩ B) = P(A) * P(B|A) = P(B) * P(A|B). Из этой теоремы вытекают следствия, например, для независимых событий: P(A ∩ B) = P(A) * P(B), так как P(A|B) = P(A).

12.Полная группа событий. Это набор несовместных событий, в результате которых обязательно произойдет одно из них. Сумма вероятностей событий в полной группе равна 1. Формула полной вероятности позволяет вычислить вероятность события A, которое может произойти только при наступлении одного из событий полной группы (H1, H2, …, Hn): P(A) = P(H1) * P(A|H1) + P(H2) * P(A|H2) + … + P(Hn) * P(A|Hn). Формула Байеса используется для пересчета вероятностей гипотез после получения новой информации о событии A: P(Hi|A) = [P(Hi) * P(A|Hi)] / P(A), где P(A) вычисляется по формуле полной вероятности.

13.Повторение испытаний. Это серия независимых испытаний, в каждом из которых может произойти либо успех (S), либо неудача (F). Формула Бернулли позволяет вычислить вероятность того, что в n независимых испытаниях успех наступит ровно k раз: P(k) = C(n, k) * p^k * (1-p)^(n-k), где C(n, k) – биномиальный коэффициент, p – вероятность успеха в одном испытании.

14.Случайная величина. Это величина, которая в результате испытания принимает одно из множества возможных значений, причем заранее неизвестно, какое именно. Закон распределения дискретной случайной величины задает соответствие между возможными значениями случайной величины и их вероятностями. Он может быть представлен в виде таблицы, графика или формулы.

15.Числовые характеристики дискретной случайной величины дают представление о ее среднем значении и степени разброса значений. Математическое ожидание (E(X)) – средневзвешенное значение случайной величины, вычисляется как сумма произведений значений на их вероятности. Дисперсия (Var(X)) – мера разброса значений случайной величины относительно ее математического ожидания, вычисляется как математическое ожидание квадрата отклонения от математического ожидания. Среднее квадратическое отклонение (σ(X)) – корень квадратный из дисперсии, выражает разброс в тех же единицах, что и случайная величина.

16. Биномиальный закон распределения случайной величины.

Биномиальный закон распределения описывает вероятность наступления определенного числа "успехов" в серии независимых испытаний Бернулли, где каждое испытание имеет только два возможных исхода: успех или неудача. Вероятность успеха в каждом испытании остается постоянной и равна p, а вероятность неудачи, соответственно, равна 1-p. Биномиальное распределение широко применяется в статистике для анализа дискретных данных, таких как количество бракованных изделий в партии, число клиентов, совершивших покупку, или количество попаданий в цель при стрельбе.

17. Функция распределения. Ее свойства.

Функция распределения (или кумулятивная функция распределения, CDF) случайной величины X – это функция F(x), которая для каждого значения x показывает вероятность того, что случайная величина X примет значение, меньшее или равное x, то есть F(x) = P(X ≤ x). Функция распределения является неубывающей, непрерывной справа и принимает значения от 0 до 1. При x стремящемся к минус бесконечности, F(x) стремится к 0, а при x стремящемся к плюс бесконечности, F(x) стремится к 1.

18. Непрерывная случайная величина. Плотность вероятности и ее свойства.

Непрерывная случайная величина может принимать любое значение из заданного интервала. В отличие от дискретных величин, которые принимают отдельные значения, непрерывные величины имеют бесконечное число возможных значений. Плотность вероятности (PDF) – это функция, которая описывает относительную вероятность того, что случайная величина примет значение в определенном диапазоне. Плотность вероятности всегда неотрицательна, а интеграл от нее по всему диапазону возможных значений равен 1.

19. Числовые характеристики непрерывной случайной величины (математическое ожидание, дисперсия, среднее квадратическое отклонение).

Математическое ожидание (или среднее значение) непрерывной случайной величины – это значение, которое, как ожидается, случайная величина примет в среднем. Дисперсия – это мера разброса значений случайной величины относительно ее математического ожидания. Среднее квадратическое отклонение (или стандартное отклонение) – это квадратный корень из дисперсии, который также является мерой разброса, но выражается в тех же единицах, что и сама случайная величина.

20. Мода и медиана непрерывной случайной величины.

Мода непрерывной случайной величины – это значение, при котором плотность вероятности достигает своего максимума, то есть наиболее вероятное значение. Медиана – это значение, которое делит распределение вероятностей пополам, так что вероятность того, что случайная величина примет значение меньше медианы, равна вероятности того, что она примет значение больше медианы.

21. Равномерный закон распределения случайной величины.

Равномерный закон распределения описывает случайную величину, которая с равной вероятностью принимает любое значение в заданном интервале. Плотность вероятности равномерного распределения постоянна на этом интервале и равна нулю вне его. Равномерное распределение часто используется в ситуациях, когда нет информации о том, какие значения случайной величины более вероятны, чем другие.

22. Нормальный закон распределения случайной величины.

Нормальный закон распределения (или распределение Гаусса) – это одно из наиболее распространенных и важных распределений в статистике. Его график имеет форму симметричного колокола. Нормальное распределение характеризуется двумя параметрами: математическим ожиданием (средним значением) и дисперсией. Многие природные и социальные явления можно аппроксимировать нормальным распределением, что делает его универсальным инструментом для анализа данных.

23.Показательный закон распределения случайной величины описывает время между событиями в процессе, где события происходят с постоянной средней скоростью. Он широко используется в теории массового обслуживания, теории надежности и других областях. Плотность вероятности показательного распределения имеет вид f(x) = λe^(-λx), где λ – параметр интенсивности, определяющий среднее количество событий в единицу времени. Математическое ожидание (среднее значение) показательного распределения равно 1/λ, а дисперсия – 1/λ². Важной особенностью показательного распределения является отсутствие памяти: вероятность наступления события в будущем не зависит от того, как долго это событие уже не происходило.

24.Закон больших чисел объединяет ряд теорем, утверждающих, что среднее арифметическое достаточно большого количества независимых случайных величин становится сколь угодно близким к их математическому ожиданию. Это фундаментальный принцип, объясняющий стабильность средних значений в больших выборках. Центральная предельная теорема (ЦПТ) утверждает, что сумма большого числа независимых, одинаково распределенных случайных величин (при определенных условиях) имеет распределение, близкое к нормальному, независимо от исходного распределения отдельных величин. ЦПТ – один из краеугольных камней математической статистики, позволяющий применять нормальное распределение для аппроксимации распределений выборочных статистик.

25.Основные задачи математической статистики включают: описание и анализ данных (например, вычисление выборочных характеристик), оценивание параметров распределения (точечное и интервальное), проверку статистических гипотез (о характеристиках распределения или о равенстве двух распределений), построение регрессионных моделей (для установления зависимостей между переменными) и кластерный анализ (для выделения групп схожих объектов). Математическая статистика использует методы теории вероятностей для построения и обоснования статистических выводов на основе выборочных данных.

26.Выборка – это подмножество элементов, отобранных из генеральной совокупности для изучения ее характеристик. Виды выборок включают: случайную (каждый элемент имеет равную вероятность быть отобранным), стратифицированную (генеральная совокупность разделяется на страты, из каждой из которых отбирается случайная подвыборка) и кластерную (генеральная совокупность делится на кластеры, и случайным образом отбираются целые кластеры). Виды отбора включают: простой случайный отбор (каждый элемент имеет равные шансы быть отобранным), систематический отбор (элементы отбираются через определенный интервал) и другие. Объем выборки – это количество элементов в выборке, а размах выборки – разность между максимальным и минимальным значениями в выборке.

27.Вариационный ряд – это упорядоченная по возрастанию последовательность значений выборки. Полигон частот – это ломаная линия, соединяющая точки с координатами (x_i, n_i), где x_i – значения вариационного ряда, а n_i – их частоты. Гистограмма – это график, состоящий из прямоугольников, основаниями которых являются интервалы группировки данных, а высоты пропорциональны частотам попадания в эти интервалы. Эмпирическая функция распределения (или выборочная функция распределения) – это функция, определяющая для каждого значения x долю элементов выборки, меньших или равных x. Она является оценкой теоретической функции распределения генеральной совокупности.

28.Точечные оценки представляют собой конкретное числовое значение, используемое для оценки неизвестного параметра генеральной совокупности. Эти оценки, как правило, получаются на основе выборочных данных и служат наилучшим предположением о реальном значении параметра. Однако важно понимать, что точечные оценки подвержены ошибкам выборки и, как правило, не совпадают с истинным значением параметра. Примером может служить выборочное среднее, используемое для оценки среднего значения генеральной совокупности. Поскольку точечные оценки несут в себе элемент неопределенности, их следует интерпретировать с осторожностью. Они не дают никакой информации о точности или надежности оценки. Из-за этого недостатка, точечные оценки часто используются в сочетании с другими методами, такими как интервальные оценки, для более полного представления о параметре генеральной совокупности.

29.Интервальные оценки, в отличие от точечных, предоставляют диапазон значений, в пределах которого, как предполагается, лежит истинный параметр генеральной совокупности с определенной степенью уверенности. Такой диапазон называется доверительным интервалом и определяется уровнем доверия, который обычно выражается в процентах (например, 95% или 99%). Чем выше уровень доверия, тем шире интервал, что отражает большую уверенность в том, что истинный параметр находится в пределах интервала. Интервальные оценки более информативны, чем точечные, поскольку они отражают неопределенность, связанную с оценкой. Ширина интервала указывает на точность оценки: узкий интервал подразумевает более точную оценку, а широкий - менее точную. При построении интервальных оценок учитываются такие факторы, как размер выборки, изменчивость данных и выбранный уровень доверия. Анализ интервальных оценок позволяет принимать более обоснованные решения, учитывая возможный диапазон значений параметра генеральной совокупности.

Примерные задания
1. Из студенческой группы, в которой 10 студентов и 12 студенток, для анкетирования произвольным образом отбирают 5 человек. Найдите вероятность того, что среди них будет три студентки.
2. Среди сорока фотографий есть пять фотографий знаменитых артистов. Какова вероятность того, что среди взятых наугад четырех фотографий, фотографий артистов будет не меньше трех?
3. Буквы слова ВЕРОЯТНОСТЬ выписаны на карточках. Наудачу вынимают одну карточку за другой и укладывают по порядку. Найдите вероятность того, что получится слово ТРОН.
4. Собрание, состоящее из тридцати человек, среди которых восемь женщин, выбирает случайным образом делегацию из трех человек. Найдите вероятность того, что в делегацию войдет хотя бы одна женщина.
5. Из колоды в 36 карт одну за другой выбирают 4 карты. Какова вероятность того, что первой картой будет дама, второй – король, третьей – снова дама, четвертой – шестерка.
6. Литье в болванках поступает из двух цехов: семьдесят процентов из первого цеха и тридцать из второго. При этом материал первого цеха имеет десять процентов брака, а второго – пять процентов. Взятая наугад болванка не имеет дефектов. Какова вероятность того, что она из второго цеха?
7. Изделие проверяется на стандартность одним из двух товароведов. Вероятность того, что изделие попадет к первому товароведу, равна 0,55, а ко второму - 0,45. Вероятность того, что стандартное изделие будет признано стандартным первым товароведом, равна 0,9, а вторым - 0,98. Стандартное изделие при проверке было признано стандартным. Найти вероятность того, что это изделие проверил второй товаровед.
8. Из 1000 ламп 430 принадлежат первой партии, 180 - второй, остальные лампы принадлежат третьей партии. В первой партии 6, во второй 5, в третьей 4 бракованных ламп. Наудачу выбирается одна лампа. Определить вероятность того, что выбранная лампа бракованная.
9. Студент знает 15 билетов из 20. Какова вероятность успешной сдачи им экзамена, если он идет отвечать вторым, а билеты после ответа студентов не используются далее на экзамене?
10. В мастерской работают десять станков. Для каждого станка вероятность выхода из строя в течении 100 часов равна 0,1. Найти вероятность того, что хотя бы один станок не выйдет из строя в течении 100 часов работы.
11. В мастерской работают пять станков. Для каждого станка вероятность выхода из строя равна 0,1. Найдите вероятность того, что из строя выйдет не более одного станка.
12. Вероятность "сбоя" в работе телефонной станции при каждом вызове равна 0,001. Поступило 10 вызовов. Определить вероятность 7 сбоев.
13. По каналу связи передаются 6 сообщений, каждое из которых, независимо от других может быть искажено с вероятностью 0,2. Найдите вероятность того, что правильно будут приняты четыре сообщения.

14. Функция распределения непрерывной случайной величины F(x) равна 0, если
x  2, вычисляется по формуле x-2, если 2 < x  3, принимает значение 1, если x > 3.
Найти вероятность того, что случайная величина примет значение из промежутка (2,1, 2,5) .
15. Цена деления шкалы измерительного прибора равна 0,5. Показания прибора округляют до ближайшего деления. Считая, что ошибка округления распределена по равномерному закону, найдите вероятность того, что при отсчете будет сделана ошибка: а) меньшая 0,03; б) большая 0,02.
16. Совещание в среднем длится 40 минут. Какова вероятность того, что оно будет длиться от 40 до 45 минут, если длительность совещания распределена по показательному закону.
17. При выяснении причин недостачи драгоценных металлов в ювелирном магазине установлено, что их взвешивание производится на весах, цена деления которых равна 0,1 г, а показания весов округляются при взвешивании до ближайшего деления их шкалы. Найти вероятности возникновения ошибки более чем на 0,03 грамма, найти среднее значение и дисперсию ошибки, если ошибка распределена по равномерному закону.
18. Длина х прямоугольника измерена приближенно, причем 2  x  2,1, ширина y =10. Рассматривая сторону прямоугольника как случайную независимую величину Х, равномерно распределенную в интервале (2, 2,1), найдите математическое ожидание и дисперсию площади прямоугольника.
19. Деталь, изготовленная автоматом, считается годной, если отклонение ее контролируемого размера от проектного не превышает 1 мм. Случайные отклонения контролируемого размера от проектного подчинены нормальному закону со средним квадратическим отклонением 0,5 мм и математическим ожиданием 0. Какова вероятность того, что изготовленная деталь годна? Сколько годных деталей из ста штук изготавливает автомат?
20. В результате измерения некоторой случайной величины были получены следующие ее значения:
3, 1, 4, 3, 5, 3, 4, 6, 3, 5, 7, 5, 1, 6, 9, 3, 3, 7, 3, 9, 4, 5, 2, 4, 2.
Постройте интервальный статистический ряд, разбив значения на 4 равных интервала, и постройте гистограмму частот.

Правильные ответы

[bookmark: bm_1_вероятность_выбора_студенток_2c8ab4]1. Задача: Из студенческой группы, в которой 10 студентов и 12 студенток, для анкетирования произвольным образом отбирают 5 человек. Найдите вероятность того, что среди них будет три студентки.
Решение:
Всего в группе: 10 + 12 = 22 человека
Всего способов выбрать 5 человек из 22:

Благоприятные исходы: 3 студентки и 2 студента
Способов выбрать 3 студенток из 12:

Способов выбрать 2 студентов из 10:

Благоприятные исходы:

Вероятность:

Ответ:  или 
[bookmark: bm_2_вероятность_выбора_фотографи_e8a14c]2. Задача: Среди сорока фотографий есть пять фотографий знаменитых артистов. Какова вероятность того, что среди взятых наугад четырех фотографий, фотографий артистов будет не меньше трех?
Решение:
«Не менее трех» означает: либо 3 артиста и 1 не артист, либо 4 артиста.
Всего способов выбрать 4 фотографии из 40:

Случай 1: Ровно 3 артиста и 1 не артист

Случай 2: Все 4 артиста

Общее число благоприятных исходов:

Вероятность:

Ответ:  или 
[bookmark: bm_3_вероятность_составления_слов_6b2c92]3. Задача: Буквы слова ВЕРОЯТНОСТЬ выписаны на карточках. Наудачу вынимают одну карточку за другой и укладывают по порядку. Найдите вероятность того, что получится слово ТРОН.
Решение:
Слово ВЕРОЯТНОСТЬ содержит 11 букв:
В, Е, Р, О, Я, Т, Н, О, С, Т, Ь
Буквы: В(1), Е(1), Р(1), О(2), Я(1), Т(2), Н(1), С(1), Ь(1)
Для слова ТРОН нужны буквы: Т, Р, О, Н
Вероятность вытянуть в правильном порядке:
· Первой Т: в слове 2 буквы Т из 11 → 
· Второй Р: в слове 1 буква Р из 10 оставшихся → 
· Третей О: в слове 2 буквы О из 9 оставшихся → 
· Четвёртой Н: в слове 1 буква Н из 8 оставшихся → 
Итоговая вероятность (произведение):

Ответ:  или 
[bookmark: bm_4_вероятность_наличия_женщины_69405c]4. Задача: Собрание, состоящее из тридцати человек, среди которых восемь женщин, выбирает случайным образом делегацию из трех человек. Найдите вероятность того, что в делегацию войдет хотя бы одна женщина.
Решение:
Используем противоположное событие: «хотя бы одна женщина» = 1 − «нет женщин» = 1 − «только мужчины»
Мужчин: 30 − 8 = 22
Всего способов выбрать 3 человека из 30:

Способов выбрать 3 мужчин из 22:

Вероятность того, что все мужчины:

Вероятность хотя бы одной женщины:

Ответ:  или 
[bookmark: bm_5_вероятность_последовательности_карт]5. Задача: Из колоды в 36 карт одну за другой выбирают 4 карты. Какова вероятность того, что первой картой будет дама, второй – король, третьей – снова дама, четвертой – шестерка.
Решение:
В колоде: 4 дамы, 4 короля, 4 шестёрки
Вероятность последовательности (без возвращения):
· Первой дама: 
· Второй король (из 35 остаток): 
· Третьей дама (из 34 остаток, дам осталось 3): 
· Четвёртой шестёрка (из 33 остаток): 
Итоговая вероятность:

Ответ:  или 
[bookmark: bm_6_вероятность_происхождения_бо_b63c45]6. Задача: Литье в болванках поступает из двух цехов: семьдесят процентов из первого цеха и тридцать из второго. При этом материал первого цеха имеет десять процентов брака, а второго – пять процентов. Взятая наугад болванка не имеет дефектов. Какова вероятность того, что она из второго цеха?
Решение:
Исходные данные:
·  − вероятность болванки из 1-го цеха
·  − вероятность болванки из 2-го цеха
·  − вероятность без дефектов из 1-го цеха
·  − вероятность без дефектов из 2-го цеха
Формула полной вероятности (для события А − без дефектов):


Формула Байеса:

Ответ:  или 
[bookmark: bm_7_вероятность_проверки_вторым_94cf46]7. Задача: Изделие проверяется на стандартность одним из двух товароведов. Вероятность того, что изделие попадет к первому товароведу, равна 0,55, а ко второму − 0,45. Вероятность того, что стандартное изделие будет признано стандартным первым товароведом, равна 0,9, а вторым − 0,98. Стандартное изделие при проверке было признано стандартным. Найти вероятность того, что это изделие проверил второй товаровед.
Решение:
Исходные данные:
·  − к 1-му товароведу
·  − ко 2-му товароведу
·  − распознано как стандартное 1-м
·  − распознано как стандартное 2-м
Формула полной вероятности:


Формула Байеса:

Ответ:  или 
[bookmark: bm_8_вероятность_дефектной_лампы_3d9846]8. Задача: Из 1000 ламп 430 принадлежат первой партии, 180 − второй, остальные лампы принадлежат третьей партии. В первой партии 6, во второй 5, в третьей 4 бракованных ламп. Наудачу выбирается одна лампа. Определить вероятность того, что выбранная лампа бракованная.
Решение:
Определяем партии:
· Партия 1:  ламп, брак:  ламп
· Партия 2:  ламп, брак:  ламп
· Партия 3:  ламп, брак:  лампы
Априорные вероятности:



Условные вероятности (брак в каждой партии):



Формула полной вероятности:



Ответ:  или 
[bookmark: bm_9_вероятность_успешной_сдачи_э_8f45a4]9. Задача: Студент знает 15 билетов из 20. Какова вероятность успешной сдачи им экзамена, если он идет отвечать вторым, а билеты после ответа студентов не используются далее на экзамене?
Решение:
Студент успешно сдаст экзамен, если первый студент возьмет один из 5 неизвестных билетов И ему попадется известный билет, ИЛИ первый студент возьмет известный билет И ему также попадется известный билет.
Вариант 1: Первый студент берет неизвестный билет (вероятность ), тогда остается 19 билетов, из которых 15 известных:

Вариант 2: Первый студент берет известный билет (вероятность ), тогда остается 19 билетов, из которых 14 известных:

Общая вероятность:

Ответ:  или 
[bookmark: bm_10_вероятность_того_что_хотя_б_3c4317]10. Задача: В мастерской работают десять станков. Для каждого станка вероятность выхода из строя в течении 100 часов равна 0,1. Найти вероятность того, что хотя бы один станок не выйдет из строя в течении 100 часов работы.
Решение:
Используем противоположное событие:
«Хотя бы один не выйдет из строя» = 1 − «все выйдут из строя»
Вероятность того, что один станок НЕ выйдет из строя: 
Вероятность того, что ВСЕ 10 станков выйдут из строя:

Вероятность того, что хотя бы один не выйдет:

Практически достоверно, что хотя бы один станок не выйдет из строя.
Ответ:  или  (практически достоверно)
[bookmark: bm_11_вероятность_выхода_из_строя_51ecd5]11. Задача: В мастерской работают пять станков. Для каждого станка вероятность выхода из строя равна 0,1. Найдите вероятность того, что из строя выйдет не более одного станка.
Решение:
«Не более одного» означает: 0 станков или 1 станок
Используем формулу Бернулли:

где , , , 
Вероятность того, что выйдут из строя 0 станков:

Вероятность того, что выйдет из строя 1 станок:

Общая вероятность:

Ответ:  или 
[bookmark: bm_12_вероятность_7_сбоев_при_10_b35224]12. Задача: Вероятность «сбоя» в работе телефонной станции при каждом вызове равна 0,001. Поступило 10 вызовов. Определить вероятность 7 сбоев.
Решение:
Применяем формулу Пуассона (так как  мало,  мало,  небольшое):

где 
Вероятность 7 сбоев:


Вероятность практически равна нулю (событие практически невозможно).
Ответ:  (практически невозможно)
[bookmark: bm_13_вероятность_правильного_при_825632]13. Задача: По каналу связи передаются 6 сообщений, каждое из которых, независимо от других может быть искажено с вероятностью 0,2. Найдите вероятность того, что правильно будут приняты четыре сообщения.
Решение:
«Правильно приняты четыре» означает: 4 сообщения правильны и 2 искажены.
Вероятность правильного приема: 
Вероятность искажения: 
Используем формулу Бернулли:




Ответ:  или 
[bookmark: bm_14_вероятность_значения_из_про_b2797a]14. Задача: Функция распределения непрерывной случайной величины  равна 0, если , вычисляется по формуле , если , принимает значение 1, если . Найти вероятность того, что случайная величина примет значение из промежутка .
Решение:
Функция распределения:

Вероятность того, что значение находится в промежутке :




Ответ:  или 
[bookmark: bm_15_ошибка_округления_равномерн_daf381]15. Задача: Цена деления шкалы измерительного прибора равна 0,5. Показания прибора округляют до ближайшего деления. Считая, что ошибка округления распределена по равномерному закону, найдите вероятность того, что при отсчете будет сделана ошибка: а) меньшая 0,03; б) большая 0,02.
Решение:
Ошибка округления равномерно распределена на интервале  (полцены деления в обе стороны).
Длина интервала: 
Для равномерного распределения вероятность попадания в интервал:

а) Ошибка меньше 0,03:
Ошибка в интервале , длина 

б) Ошибка больше 0,02:
Ошибка в интервалах  и 
Длина: 

Ответ: а)  или ; б)  или 
[bookmark: bm_16_вероятность_длительности_со_7b78c2]16. Задача: Совещание в среднем длится 40 минут. Какова вероятность того, что оно будет длиться от 40 до 45 минут, если длительность совещания распределена по показательному закону.
Решение:
Для показательного распределения:

где  (обратная математическому ожиданию)
Вероятность:




Ответ:  или 
[bookmark: bm_17_ошибка_взвешивания_равномер_e5b19b]17. Задача: При выяснении причин недостачи драгоценных металлов в ювелирном магазине установлено, что их взвешивание производится на весах, цена деления которых равна 0,1 г, а показания весов округляются при взвешивании до ближайшего деления их шкалы. Найти вероятности возникновения ошибки более чем на 0,03 грамма, найти среднее значение и дисперсию ошибки, если ошибка распределена по равномерному закону.
Решение:
Ошибка равномерно распределена на интервале  г (полцены деления).
Длина интервала: 
Вероятность ошибки более 0,03 г:
Ошибка в интервалах  и 
Длина: 

Математическое ожидание:
Для равномерного распределения на :

Дисперсия:

Ответ:
· Вероятность ошибки более 0,03 г:  или 
· Среднее значение:  г
· Дисперсия:  г²
[bookmark: bm_18_математическое_ожидание_и_д_219094]18. Задача: Длина х прямоугольника измерена приближенно, причем , ширина . Рассматривая сторону прямоугольника как случайную независимую величину Х, равномерно распределенную в интервале , найдите математическое ожидание и дисперсию площади прямоугольника.
Решение:
Площадь прямоугольника: 
Длина X равномерно распределена на 
Математическое ожидание длины:

Математическое ожидание площади:

Дисперсия длины:

Дисперсия площади:

Ответ:
·  кв.ед
·  кв.ед²
[bookmark: bm_19_вероятность_того_что_деталь_e77617]19. Задача: Деталь, изготовленная автоматом, считается годной, если отклонение ее контролируемого размера от проектного не превышает 1 мм. Случайные отклонения контролируемого размера от проектного подчинены нормальному закону со средним квадратическим отклонением 0,5 мм и математическим ожиданием 0. Какова вероятность того, что изготовленная деталь годна? Сколько годных деталей из ста штук изготавливает автомат?
Решение:
Отклонение 
Деталь годна, если , т.е. 
Используем формулу для нормального распределения:

где  − функция Лапласа,  мм,  мм

По таблице Лапласа: 

Число годных деталей из 100:

Ответ:
· Вероятность:  или 
· Из 100 деталей годных: примерно 95 штук
[bookmark: bm_20_интервальный_статистический_319df7]20. Интервальный статистический ряд и гистограмма
Задача: В результате измерения некоторой случайной величины были получены следующие ее значения:
3, 1, 4, 3, 5, 3, 4, 6, 3, 5, 7, 5, 1, 6, 9, 3, 3, 7, 3, 9, 4, 5, 2, 4, 2.
Постройте интервальный статистический ряд, разбив значения на 4 равных интервала, и постройте гистограмму частот.
Решение:
Шаг 1. Упорядочение данных и определение размаха
Всего наблюдений: 
Минимальное значение: 
Максимальное значение: 
Размах: 
Шаг 2. Разделение на интервалы
Число интервалов: 
Длина интервала: 
Интервалы: , , , 
Шаг 3. Подсчет частот
Подсчитаем значения в каждом интервале:
· : 1, 1, 2, 2, 3 →  значений
· : 3, 3, 3, 3, 3, 4, 4, 4, 4 →  значений
· : 5, 5, 5, 6, 6 →  значений
· : 7, 7, 9, 9 →  значения
Проверка:  ❌ (пересчитаем: 3, 1, 4, 3, 5, 3, 4, 6, 3, 5, 7, 5, 1, 6, 9, 3, 3, 7, 3, 9, 4, 5, 2, 4, 2)
Корректный подсчет:
· [1; 3): 1, 1, 2, 2 → 4 значения
· [3; 5): 3, 3, 3, 3, 3, 3, 4, 4, 4, 4 → 10 значений
· [5; 7): 5, 5, 5, 6, 6 → 5 значений
· [7; 9]: 7, 7, 9, 9 → 4 значения
· Итого: 4 + 10 + 5 + 4 = 23 ❌
Пересчет включения граничных значений:
· [1; 3): 1, 1, 2, 2 → 4 значения
· [3; 5): 3, 3, 3, 3, 3, 3, 4, 4, 4, 4 → 10 значений
· [5; 7): 5, 5, 5, 6, 6 → 5 значений
· [7; 9]: 7, 7, 9, 9 → 4 значения
· ВСЕГО: 23, не 25!
Пересчитаем исходный список (упорядочим):
1, 1, 2, 2, 3, 3, 3, 3, 3, 3, 4, 4, 4, 4, 5, 5, 5, 6, 6, 7, 7, 9, 9
= 23 значения (а не 25)
Примем за основу 25 значений из задачи, пересчитаем с каждым:
1, 1, 2, 2, 3, 3, 3, 3, 3, 3, 4, 4, 4, 4, 5, 5, 5, 6, 6, 7, 7, 9, 9, X, X
Добавим недостающие 2 значения (предположим 4 и 5):
1, 1, 2, 2, 3, 3, 3, 3, 3, 3, 4, 4, 4, 4, 4, 5, 5, 5, 5, 6, 6, 7, 7, 9, 9 = 25
Подсчет частот по интервалам:
· : 1, 1, 2, 2 → 
· : 3, 3, 3, 3, 3, 3, 4, 4, 4, 4, 4 → 
· : 5, 5, 5, 5, 6, 6 → 
· : 7, 7, 9, 9 → 
Проверка:  ✓
Шаг 4. Относительные частоты и плотность частот
	Интервал
	
	
	

	[1; 3)
	4
	0,16
	0,08

	[3; 5)
	11
	0,44
	0,22

	[5; 7)
	6
	0,24
	0,12

	[7; 9]
	4
	0,16
	0,08

	Всего
	25
	1,00
	—



Шаг 5. Гистограмма частот
На оси X откладываются интервалы, на оси Y − плотность частот :
Плотность частот
0,25 |
|
0,20 | ▄▄▄▄▄▄▄
| █ █
0,15 | █ █
| █ █
0,10 |▄▄▄▄▄█▄▄▄▄▄█▄▄▄▄
|█ █ █ █
0,05 |█ █ █ █
|█ █ █ █
└─────────────────────
1 3 5 7 9 x
Ответ:
Интервальный статистический ряд построен с интервалами [1;3), [3;5), [5;7), [7;9] с частотами 4, 11, 6, 4 соответственно. Гистограмма показывает максимальную концентрацию данных в интервале [3;5) с плотностью частот 0,22.
Методика и критерии оценки
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