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[bookmark: bookmark0][bookmark: bookmark1][bookmark: bookmark2]ПОЯСНИТЕЛЬНАЯ ЗАПИСКА
ФОС по учебной дисциплину «Дискретная математика» разработаны в соответствии с Федеральным государственным образовательным стандартом по специальности среднего профессионального образования 09.02.07 Информационные системы и программирование.
[bookmark: bookmark3][bookmark: bookmark4][bookmark: bookmark5]В результате освоения дисциплины студент будет:
Уметь:
· [bookmark: bookmark6]Применять логические операции, формулы логики, законы алгебры логики.
· [bookmark: bookmark7]Формулировать задачи логического характера и применять средства математической логики для их решения.
Знать:
· Основные принципы математической логики, теории множеств и теории алгоритмов.
· Формулы алгебры высказываний.
· Методы минимизации алгебраических преобразований.
· Основы языка и алгебры предикатов.
· Основные принципы теории множеств.
Овладеет следующими общеучебными компетенциями:
ОК 01. Выбирать способы решения задач профессиональной деятельности применительно к различным контекстам; 
ОК 02. Использовать современные средства поиска, анализа и интерпретации информации и информационные технологии для выполнения задач профессиональной деятельности; 
ОК 04. Осуществлять поиск и использование информации, необходимой для эффективного выполнения профессиональных задач, профессионального и личностного развития.
ОК 05. Использовать информационно-коммуникационные технологии в профессиональной деятельности.
ОК 09. Ориентироваться в условиях частой смены технологий в профессиональной деятельности.

ФОС
для промежуточной аттестации обучающихся
по учебной дисциплине «Дискретная математика»
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	1
	Дифференцированный зачет
	Комплект заданий для проведения дифференцированного зачёта
(Приложение 1)





МАТЕРИАЛЫ ДИФФЕРЕНЦИРОВАННОГО ЗАЧЕТА

Материалы для дифференцированного зачета представлены в форме вопросов. 

Во время проведения зачета запрещается: 
· использование любых рукописных, печатных и электронных материалов;
· разговоры с другими лицами (кроме преподавателя);
· перемещения в аудитории без согласования с преподавателем.
Оценка за дифференцированный зачёт выставляется на основании результатов текущего контроля успеваемости по данной дисциплине и отметки, полученной при выполнении заданий дифференцированного зачёта. В случае возникновения спорных ситуаций приоритет отдаётся отметке за дифференцированный зачёт.
Оценка дифференцированного зачёта является окончательной оценкой по учебной дисциплине.

Вопросы (задания) к дифференцированному зачету по дисциплине
1. Понятие высказывания. Основные логические операции.
Ответ: Высказывание – это утверждение, которое может быть истинным или ложным. Логические операции: конъюнкция (И), дизъюнкция (ИЛИ), отрицание (НЕ), импликация (ЕСЛИ…ТО), эквивалентность (ТОГДА И ТОЛЬКО ТОГДА), исключение (ИЛИ). Понимание таблиц истинности для каждой операции.

2. Понятие формулы логики. Равносильные формулы. Тождественно-истинные формулы.
Ответ: Тождественно-истинные формулы: Формула логики – выражение, построенное из переменных и логических операций. Равносильные формулы имеют одинаковые значения истинности при любых значениях переменных, логически эквивалентны. Тождественно-истинные формулы (тавтологии) всегда истинны.

3. Таблица истинности и методика её построения.
Ответ: Таблица истинности показывает значения истинности формулы для всех возможных комбинаций значений переменных. Методика: определение количества переменных, перечисление всех комбинаций их значений, вычисление значения формулы для каждой комбинации, последовательно применяя логические операции.

4. Понятие ДНФ (дизъюнктивной нормальной формы); понятие КНФ (конъюнктивной нормальной формы)
Ответ: ДНФ - дизъюнкция конъюнкций. КНФ - конъюнкция дизъюнкций. Важность представления формул в нормализованном виде.
5. Равносильные формулы. Законы логики.
Ответ: Законы де Моргана, закон двойного отрицания, законы дистрибутивности, коммутативности, ассоциативности, идемпотентности. Применение законов для упрощения логических выражений.

6. Методика упрощения формул логики с помощью равносильных преобразований.
Ответ: Ключ к упрощению логических формул лежит в знании основных законов логики: коммутативности, ассоциативности, дистрибутивности, законов де Моргана, законов поглощения и других. Необходимо последовательно применять эти законы, заменяя сложные части формулы на более простые эквивалентные выражения. Важно помнить приоритет операций и внимательно следить за скобками.

7. Понятие булевой функции. Способы задания булевой функции.
Ответ: Булева функция – это функция, принимающая булевы значения (0 или 1) и возвращающая булевое значение. Булеву функцию можно задать различными способами: таблицей истинности, аналитическим выражением (формулой), графом или словесным описанием. Таблица истинности наиболее наглядна, но громоздка для функций от большого числа переменных.

8. Понятие совершенной ДНФ. Методика представления булевой функции в виде СДНФ.
Ответ: Совершенная дизъюнктивная нормальная форма (СДНФ) – это ДНФ, в которой каждый конъюнкт содержит все переменные, входящие в функцию, причем каждая переменная входит либо с отрицанием, либо без. Для представления функции в виде СДНФ строят таблицу истинности, выписывают конъюнкты, соответствующие строкам, где функция равна 1, и объединяют эти конъюнкты дизъюнкцией.

9. Понятие совершенной КНФ. Методика представления булевой функции в виде совершенной КНФ.
Ответ: Совершенная конъюнктивная нормальная форма (СКНФ) – это КНФ, в которой каждая дизъюнкция содержит все переменные, входящие в функцию, причем каждая переменная входит либо с отрицанием, либо без. Для представления функции в виде СКНФ строят таблицу истинности, выписывают дизъюнкции, соответствующие строкам, где функция равна 0 (инвертируя значения переменных), и объединяют эти дизъюнкции конъюнкцией.

10. Понятие минимальной ДНФ. Методика представления булевой функции (N ≤ 3) в виде минимальной ДНФ графическим методом.
Ответ: Минимальная ДНФ – это ДНФ, содержащая наименьшее количество конъюнктов и литералов. Для функций от небольшого числа переменных (N ≤ 3) минимальную ДНФ можно найти графическим методом, используя карты Карно. Этот метод позволяет визуально определить, какие конъюнкты можно объединить и упростить.

11. Операция двоичного сложения и её свойства. Многочлен Жегалкина.
Ответ: Двоичное сложение: выполняется поразрядно, с учетом переноса в следующий разряд. Свойства: коммутативность, ассоциативность. Многочлен Жегалкина: представление булевой функции в виде суммы по модулю 2 произведений переменных.

12. Методика представления булевой функции в виде многочлена Жегалкина.
Ответ:Составление таблицы истинности. Выявление наборов, на которых функция равна 1. Запись соответствующих термов в виде произведений переменных. Суммирование полученных термов по модулю 2. Упрощение полученного выражения (если возможно).

13. Проблема возможности выражения одних булевых функций через другие. Полнота множества функций.
Ответ: Не все функции можно выразить через заданный набор. Полнота: свойство множества функций, позволяющее выразить любую другую булеву функцию. Критерий возможности выражения: наличие необходимого набора базовых функций.

14. Понятие замкнутого класса функций. Важнейшие замкнутые классы: Т0, Т1, S, L, M.
Ответ: Замкнутый класс: множество функций, замкнутое относительно операции суперпозиции (подстановки одной функции в другую). Т0: сохраняющие 0 (f(0,0,…,0) = 0). Т1: сохраняющие 1 (f(1,1,…,1) = 1). S: самодвойственные (f(x1, x2, …, xn) = !f(!x1, !x2, …, !xn)). L: линейные (выражаются многочленом Жегалкина степени не выше 1). M: монотонные (при увеличении значений аргументов значение функции не уменьшается).

15. Теорема Поста. Шефферовские функции. Функция Шеффера и функция Пирса как простейшие шефферовские функции.
Ответ: Теорема Поста: множество функций полно тогда и только тогда, когда оно не содержится ни в одном из классов T0, T1, S, L, M. Шефферовская функция: функция, посредством которой можно выразить любую другую булеву функцию (образует полный базис сама по себе). Функция Шеффера (NAND) и функция Пирса (NOR) – примеры таких функций.

16. Понятие множества. Конечные и бесконечные множества, пустое множество. 
Подмножество; количество подмножеств конечного множества.
Ответ: Множество: совокупность различных объектов, рассматриваемая как единое целое. Конечные и бесконечные множества: различаются по количеству элементов. Пустое множество: не содержит ни одного элемента. Подмножество: множество, все элементы которого содержатся в другом множестве. Количество подмножеств конечного множества из n элементов равно 2^n.

17. Операции над множествами и их свойства. Формула количества элементов в объединении конечных множеств.
Ответ: Ключевые понятия включают: объединение, пересечение, разность, симметрическая разность множеств, дополнение множества. Важно знание свойств этих операций, таких как коммутативность, ассоциативность, дистрибутивность. Формула включений и исключений для двух и трех множеств позволяет вычислить мощность объединения.

18. Декартово произведение множеств. Декартова степень множества.
Ответ:Декартово произведение – множество всех упорядоченных пар, где первый элемент принадлежит одному множеству, а второй – другому. Декартова степень – декартово произведение множества самого на себя n раз, образующее n-ки элементов.

19.  Понятие предиката. Область определения и область истинности предиката. Обычные логические операции над предикатами.
Ответ: Предикат – это утверждение, зависящее от переменных, которое становится истинным или ложным при подстановке конкретных значений. Область определения – это множество значений, которые могут принимать переменные предиката, а область истинности – подмножество области определения, при котором предикат истинен. К предикатам применимы логические операции: конъюнкция, дизъюнкция, отрицание, импликация.

20. Кванторные операции над предикатами. Предикатная формула. Построение отрицаний к предикатам, содержащим кванторные операции.
Ответ: Кванторы всеобщности ("для всех") и существования ("существует") применяются к предикатам, связывая переменные. Предикатная формула – выражение, содержащее предикаты, переменные, кванторы и логические операции. Отрицание предиката с квантором всеобщности эквивалентно утверждению о существовании элемента, для которого предикат ложен, и наоборот.

21. Формализация предложений с помощью логики предикатов.
Ответ: Формализация – это процесс перевода обыденного языка в логические формулы, используя предикаты и кванторы. Она позволяет строго представить смысл предложений и проводить логический вывод.

22. Основные понятия теории графов. Виды графов: ориентированные и неориентированные графы.
Ответ: Граф состоит из вершин и ребер, соединяющих эти вершины. Ориентированный граф (орграф) имеет направленные ребра, а неориентированный – ребра без направления.

23. Способы задания графов. Матрицы смежности и инцидентности для графа.
Ответ:Граф можно задать списком ребер, списком смежности, матрицей смежности или матрицей инцидентности. Матрица смежности указывает, какие вершины соединены ребрами. Матрица инцидентности показывает связь между вершинами и ребрами.

24. Эйлеровы и гамильтоновы графы. Деревья.
Ответ: Эйлеров граф содержит цикл, проходящий через каждое ребро ровно один раз. Гамильтонов граф содержит цикл, проходящий через каждую вершину ровно один раз. Дерево – связный граф без циклов.

25. Понятие отображения. Виды отображений.
Ответ: Отображение, или функция, представляет собой правило, которое каждому элементу одного множества (области определения) сопоставляет единственный элемент другого множества (области значений). Важнейшие виды отображений включают инъективные (каждому элементу области значений соответствует не более одного элемента области определения), сюръективные (каждый элемент области значений имеет хотя бы один прообраз в области определения) и биективные отображения (одновременно инъективные и сюръективные, устанавливающие взаимно-однозначное соответствие между элементами множеств).

26. Понятие бинарного отношения. Диаграммы бинарного отношения.
Ответ: Бинарное отношение между множествами A и B – это подмножество их декартова произведения A × B. Другими словами, это множество упорядоченных пар (a, b), где a ∈ A и b ∈ B. Диаграммы бинарных отношений, такие как стрелочные диаграммы и матрицы смежности, наглядно отображают связи между элементами множеств, позволяя визуализировать структуру отношения.

27. Понятие подстановки. Формула количества подстановок.
Ответ: Подстановка – это биективное отображение множества на себя. Иными словами, это перестановка элементов множества. Количество всех возможных подстановок множества из n элементов равно n! (n факториал), что является произведением всех натуральных чисел от 1 до n.

28. Методика решения простейших уравнений в алгебре подстановок.
Ответ: Решение уравнений в алгебре подстановок предполагает нахождение подстановки, удовлетворяющей заданному уравнению. Используются такие методы, как разложение подстановок на независимые циклы, определение порядка подстановки и применение свойств операций над подстановками (композиция, инверсия).

29. Понятие алгоритма. Свойства алгоритма.
Ответ: Алгоритм – это четко определенная последовательность инструкций, предназначенная для решения определенной задачи или достижения конкретной цели. Ключевые свойства алгоритма включают конечность (алгоритм должен завершаться за конечное число шагов), определенность (каждая инструкция должна быть однозначной и понятной), результативность (алгоритм должен приводить к желаемому результату) и массовость (алгоритм должен быть применим к широкому классу входных данных).

30. Машина Тьюринга. Правила работы машины.
Ответ: Машина Тьюринга – это абстрактная вычислительная модель, представляющая собой бесконечную ленту, разделенную на ячейки, и головку, способную читать и записывать символы на ленте, а также перемещаться влево и вправо. Правила работы машины задаются таблицей переходов, определяющей поведение машины в зависимости от текущего состояния и символа, прочитанного с ленты. Каждое правило указывает новое состояние машины, символ для записи на ленту и направление движения головки (влево или вправо).

31. Стандартные машины. Примеры машин.
Ответ: Стандартные машины Тьюринга – это базовые машины, выполняющие элементарные операции, такие как запись символа, сдвиг головки вправо или влево, переход в определенное состояние. Примерами таких машин могут служить машина записи '1', машина сдвига вправо и машина сдвига влево. Комбинируя эти стандартные машины, можно создавать более сложные машины для выполнения различных вычислительных задач. Например, машина, удваивающая количество единиц на ленте, или машина, проверяющая, является ли число четным.

32. Сочетания машин Тьюринга: композиция и объединение.
Ответ: Сочетания машин Тьюринга: композиция и объединение. Сочетание машин Тьюринга позволяет создавать сложные алгоритмы из более простых, что упрощает разработку и анализ. Композиция машин подразумевает последовательное выполнение одной машины за другой. Например, машина А выполняет некоторую операцию, а затем управление передается машине B, которая обрабатывает результат. Объединение машин – это создание новой машины, которая может выполнять функции нескольких других машин в зависимости от определенных условий. Это достигается за счет добавления новых состояний и переходов, позволяющих выбирать, какую машину использовать в конкретный момент времени.
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